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57 ABSTRACT

The disclosed embodiments provide a system that processes
network packets on an electronic device. During operation,
the system obtains, on the electronic device, an outgoing rate
of'the network packets from a network interface queue on the
electronic device to a network link. Next, upon detecting a
transmission of the network packets from an application on
the electronic device to the network interface queue, the sys-
tem uses the electronic device to allocate a proportion of the
outgoing rate to the application based on a number of appli-
cations transmitting network packets from the electronic
device to the network link. Finally, the system uses the allo-
cated proportion of the outgoing rate and the network inter-
face queue to transmit network packets from the application
to the network link.
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1
FLOW CONTROL FOR NETWORK PACKETS
FROM APPLICATIONS IN ELECTRONIC
DEVICES

BACKGROUND

1. Field

The disclosed embodiments relate to flow control in net-
works. More specifically, the disclosed embodiments relate to
techniques for providing flow control for network packets
from electronic devices to network links in the networks.

2. Related Art

Network links such as wireless access points, cell towers,
and/or routers may be shared by a number of network-enabled
electronic devices such as personal computers, laptop com-
puters, mobile phones, portable media players, printers, and/
or video game consoles. To manage network traffic to the
electronic devices, the network links may reduce the flow of
packets to the electronic devices, reorder the packets, and/or
drop the packets. Senders of the packets may also adjust the
rate of transmission of subsequent packets based on packet
errors, losses, and/or delays, thus lifting congestion at the
network links and facilitating sharing of the network band-
width by the electronic devices.

On the other hand, the electronic devices may lack the
ability to control the flow of network packets from applica-
tions on the electronic devices to the network links. For
example, multiple applications on an electronic device may
place outgoing packets into a best-effort network interface
queue for subsequent transmission of the outgoing packets to
anetwork link connected to the electronic device. An aggres-
sive application may consume available bandwidth on the
network link by continuously placing outgoing packets into
the network interface queue at or above the outgoing rate at
which the outgoing packets are transmitted from the network
interface queue to the network link. In addition, other appli-
cations may not get a chance to fill the network interface
queue until the rate at which the aggressive application places
outgoing packets into the network interface queue drops
below the outgoing rate. As a result, the aggressive applica-
tion may starve the other applications, causing the other
applications to experienced increased latency on the network
and, in turn, reduced performance.

SUMMARY

The disclosed embodiments provide a system that pro-
cesses network packets on an electronic device. During
operation, the system obtains, on the electronic device, an
outgoing rate of the network packets from a network interface
queue on the electronic device to a network link. Next, upon
detecting a transmission of the network packets from an
application on the electronic device to the network interface
queue, the system uses the electronic device to allocate a
proportion of the outgoing rate to the application based on a
number of applications transmitting network packets from
the electronic device to the network link. Finally, the system
uses the allocated proportion of the outgoing rate and the
network interface queue to transmit network packets from the
application to the network link.

In some embodiments, the system also obtains, for the
application, an incoming rate of the network packets to the
network interface queue, and modifies the allocated propor-
tion of the outgoing rate based on the incoming rate and one
or more incoming rates for other applications on the elec-
tronic device. For example, the system may increase the allo-
cated proportion if the incoming rate is higher than the aver-
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2

age incoming rate for the other applications and decrease the
allocated proportion if the incoming rate is lower than the
average incoming rate for the other applications.

In some embodiments, the system also modifies the allo-
cated proportion of the outgoing rate based on a priority of the
application. For example, the system may increase the allo-
cated proportion if the application is associated with a higher
priority than other applications using the network link and
decrease the allocated proportion if the application is associ-
ated with a lower priority than the other applications.

In some embodiments, the system also determines one or
more response times of the application to events associated
with the network interface queue, and sets one or more prop-
erties of the network interface queue based on at least one of
the one or more response times, the outgoing rate, and a delay
tolerance of the application. The events may include a flow
enable event and/or a flow disable event, and the one or more
properties may include a low-water mark, a high-water mark,
and/or a do-not-exceed limit.

In some embodiments, using the allocated proportion of
the outgoing rate and the network interface queue to transmit
network packets from the application to the network link
includes accepting the network packets from the application
into the network interface queue until the allocated propor-
tion of the network interface queue between the low-water
mark and the high-water mark is reached. For example, the
flow enable event may be transmitted to the application to
accept the network packets from the application to the net-
work interface queue. The flow disable event may then be to
the application to stop the transmission of network packets
from the application to the network interface queue.

In some embodiments, the network link is a cellular net-
work link.

In some embodiments, the electronic device is at least one
of' a mobile phone, a tablet computer, and a portable media
player.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 shows a schematic of a system in accordance with
the disclosed embodiments.

FIG. 2 shows a system for processing network packets on
an electronic device in accordance with the disclosed embodi-
ments.

FIG. 3 shows an exemplary network interface queue in
accordance with the disclosed embodiments.

FIG. 4 shows a flowchart illustrating the process of pro-
cessing network packets on an electronic device in accor-
dance with the disclosed embodiments.

FIG. 5 shows a computer system in accordance with the
disclosed embodiments.

In the figures, like reference numerals refer to the same
figure elements.

DETAILED DESCRIPTION

The following description is presented to enable any per-
son skilled in the art to make and use the embodiments, and is
provided in the context of a particular application and its
requirements. Various modifications to the disclosed embodi-
ments will be readily apparent to those skilled in the art, and
the general principles defined herein may be applied to other
embodiments and applications without departing from the
spirit and scope of the present disclosure. Thus, the present
invention is not limited to the embodiments shown, but is to
be accorded the widest scope consistent with the principles
and features disclosed herein.
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The data structures and code described in this detailed
description are typically stored on a computer-readable stor-
age medium, which may be any device or medium that can
store code and/or data for use by a computer system. The
computer-readable storage medium includes, but is not lim-
ited to, volatile memory, non-volatile memory, magnetic and
optical storage devices such as disk drives, magnetic tape,
CDs (compact discs), DVDs (digital versatile discs or digital
video discs), or other media capable of storing code and/or
data now known or later developed.

The methods and processes described in the detailed
description section can be embodied as code and/or data,
which can be stored in a computer-readable storage medium
as described above. When a computer system reads and
executes the code and/or data stored on the computer-read-
able storage medium, the computer system performs the
methods and processes embodied as data structures and code
and stored within the computer-readable storage medium.

Furthermore, methods and processes described herein can
be included in hardware modules or apparatus. These mod-
ules or apparatus may include, but are not limited to, an
application-specific integrated circuit (ASIC) chip, a field-
programmable gate array (FPGA), a dedicated or shared pro-
cessor that executes a particular software module or a piece of
code at a particular time, and/or other programmable-logic
devices now known or later developed. When the hardware
modules or apparatus are activated, they perform the methods
and processes included within them.

The disclosed embodiments provide a method and system
for processing network packets on an electronic device. As
shown in FIG. 1, a number of electronic devices 110-112 are
connected to a network 104 through network links 106-108
provided by devices such as wireless access points, cell tow-
ers, and/or routers. Electronic devices 110-112 may corre-
spond to personal computers, laptop computers, tablet com-
puters, mobile phones, portable media players, and/or other
network-enabled electronic devices. Network 104 may
include a local area network (LAN), wide area network
(WAN), personal area network (PAN), virtual private net-
work, intranet, mobile phone network (e.g., a cellular net-
work), WiFi network, Bluetooth network, universal serial bus
(USB) network, Ethernet network, an ad hoc network formed
between two or more devices, and/or other type of network
that facilitates communication among electronic devices
(e.g., electronic devices 110-112) connected to network 104.

In particular, electronic devices 110-112 may interact with
one another and/or a server 102 on network 104 by sending
and receiving data such as files, audio, video, and/or web
content over network 104. For example, electronic device 110
may request data from electronic device 112 and server 102
by establishing Transmission Control Protocol (TCP) con-
nections with electronic device 112 and server 102. Elec-
tronic device 112 and server 102 may provide the requested
data by transmitting a sequence of packets containing the data
over network 104 to electronic device 110. At the same time,
electronic devices 110-112 and/or other electronic devices
(not shown) may communicate with one another, server 102,
and/or other servers (not shown) on network 104 by transmit-
ting and receiving packets over network 104.

To prevent and/or mitigate congestion on network, network
links 106-108 and/or other network links (not shown) on
network 104 may implement network traffic control tech-
niques that queue, reorder, delay, and/or drop packets to elec-
tronic devices 110-112 and/or the other electronic devices.
Electronic devices 110-112, server 102, and/or the other serv-
ers or devices may also adjust the rate of transmission of
subsequent packets based on packet errors, losses, and/or
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delays, thus facilitating sharing of available bandwidth and/or
effective use of network 104 by the electronic devices. Com-
ponents of network 104 may also support Quality of Service
(QoS) that guarantees a certain level of performance (e.g.,
bandwidth, packet drop rate, delay, etc.) for QoS data flows
along network 104.

Conversely, QoS may not be supported by electronic
devices 110-112, server 102, network links 106-108, and/or
other components (e.g., routers, switches, etc.) of network
104. As a result, applications on electronic devices 110-112
may experience varying levels of performance in transmitting
packets to network links 106-108.

For example, applications on electronic device 112 may
place outgoing packets into a best-effort network interface
queue for subsequent transmission of the outgoing packets to
network link 108. An aggressive application may consume
available bandwidth on network link 108 by continuously
placing outgoing packets into the network interface queue at
or above the outgoing rate of packet transmission from the
network interface queue to network link 108. Moreover, other
applications may not get a chance to place outgoing packets
into the network interface queue until the rate at which the
aggressive application places outgoing packets into the net-
work interface queue drops below the outgoing rate. The
aggressive application may thus starve the other applications,
causing the other applications to experienced increased
latency on network 104 and, in turn, reduced performance. At
the same time, fluctuations in the outgoing rate between elec-
tronic device 112 and network link 108 may further contrib-
ute to variations and/or unpredictability in the data rates and/
or latencies experienced by the applications.

In one or more embodiments, electronic devices 110-112
include functionality to provide flow control for outgoing
packets from applications in electronic devices 110-112 in the
absence of QoS support and/or processing on the applications
and/or network 104. As shown in FIG. 2, a set of electronic
devices 202-206 (e.g., personal computers, laptop computers,
mobile phones, tablet computers, portable media players,
servers, etc.) may be connected to one another through a
network such as network 104 of FIG. 1. In particular, appli-
cations 224 on electronic device 202 may transmit data to
electronic devices 204-206 by placing network packets des-
tined for electronic devices 204-206 into a network interface
queue 226. While the network packets are in network inter-
face queue 226, the network packets may be processed by one
or more layers of a network stack on electronic device 202.
The network packets may then be transmitted over a network
interface with a network link 220 on the network. For
example, the network packets may be transmitted from a
baseband processor on a mobile phone over an air interface to
a nearby cellular tower.

As mentioned above, a lack of QoS support may cause
applications 224 to experience significant fluctuations in data
rates at which network packets from network interface queue
226 are transmitted to network link 220. To facilitate equi-
table use of network link 220 by applications 224, electronic
device 202 may allocate proportions 222 of an outgoing rate
212 of network packets from network interface queue 226 to
network link 220 to applications 224. As discussed in further
detail below, the allocation may be based on the number of
applications 224 transmitting packets to network link 220, a
set of incoming rates 214 of network packets from applica-
tions 224 to network interface queue 226, and/or a set of
priorities 216 for applications 224.

In particular, an analysis apparatus 208 on electronic
device 202 may periodically obtain outgoing rate 212 by, for
example, monitoring the transmission of network packets
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from network interface queue 226 to network link 220. If
analysis apparatus 208 detects a transmission of network
packets from an application (e.g., applications 224) to net-
work interface queue 226, analysis apparatus 208 may allo-
cate a proportion (e.g., proportions 222) of outgoing rate 212
to the application based on the number of applications 224
transmitting network packets to network link 220. For
example, analysis apparatus 208 may split outgoing rate 212
evenly among applications 224 actively using network link
220. Analysis apparatus 208 may additionally update the
allocated proportions 222 to applications 224 in response to
changes in outgoing rate 212 and/or the number of applica-
tions 224 actively using network link 220.

Analysis apparatus 208 may also modify proportions 222
based on incoming rates 214 of network packets from appli-
cations 224 to network interface queue 226 and/or one or
more priorities 216 of applications 224. For example, analysis
apparatus 208 may allocate proportions 222 so that an appli-
cation with a higher incoming rate receives a higher share of
outgoing rates 212 than an application with a lower incoming
rate. Similarly, analysis apparatus 208 may determine priori-
ties 216 of applications 224 based on protocols used by appli-
cations 224, types of applications 224, and/or QoS informa-
tion in network packets from applications 224. Analysis
apparatus 208 may then allocate higher proportions of out-
going rate 212 to higher-priority applications and lower pro-
portions of outgoing rate 212 to lower-priority applications.

Next, a management apparatus 210 on electronic device
202 may use the allocated proportion of outgoing rate 212 and
network interface queue 226 to transmit network packets
from the application to network link 220. In particular, man-
agement apparatus 210 may maintain an ordered list of appli-
cations 224 actively transmitting network packets to network
link 220. Management apparatus 210 may accept network
packets from the first application on the ordered list into
network interface queue 226 until the allocated proportion of
network interface queue 226 for the application is reached by
the network packets. Management apparatus 210 may then
proceed to the next application on the ordered list and accept
network packets from the next application until the allocated
proportion of network interface queue 226 for the next appli-
cation is reached. Management apparatus 210 may continue
to add network packets from applications 224 on the ordered
list to network interface queue 226 until network packets
from all applications 224 on the ordered list have “filled”
network interface queue 226.

To accept the network packets from each application, man-
agement apparatus 210 may transmit a flow enable event to
the application, and the application may begin transmitting
network packets to network interface queue 226 upon receiv-
ing the flow enable event. To stop the flow of network packets
from the application to network interface queue 226, man-
agement apparatus 210 may transmit a flow disable event to
the application, and the application may stop transmitting
network packets to network interface queue 226 upon receiv-
ing the flow disable event.

While applications 224 are adding network packets to net-
work interface queue 226, the transmission of network pack-
ets from network interface queue 226 to network link 220
may remove network packets from network interface queue
226. If the removed network packets create sufficient free
space in network interface queue 226 after management appa-
ratus 210 has gone through the ordered list, management
apparatus 210 may return to the beginning of the ordered list
and fill the space previously occupied by the removed net-
work packets with new network packets from applications
224 on the ordered list. In other words, management appara-
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6

tus 208 may fill network interface queue 226 with network
packets from applications 224 in a round-robin fashion, thus
ensuring that network packets from all applications 224 are
being placed into network interface queue 226 according to
proportions 222.

In addition, management apparatus 210 may periodically
calculate response times 218 of applications 224 to the flow
enable and/or flow disable events and set one or more prop-
erties of network interface queue 226 based on response times
218, outgoing rate 212, and/or a delay tolerance of applica-
tions 224. The properties may specify the size and/or bound-
aries of network interface queue 226. For example, the prop-
erties may include a low-water mark, a high-water mark,
and/or a do-not-exceed limit for network interface queue 226.
By setting the properties according to the behavior and/or
constraints of applications 224 and/or network link 220, man-
agement apparatus 210 may help avoid network interface
queue 226 from becoming full or empty, and transmission of
network packets from applications 224 to network link 220
can meet the timing requirements of the least delay-tolerant
application using network link 220. Properties of network
interface queues are discussed in further detail below with
respect to FIG. 3.

Those skilled in the art will appreciate that the system of
FIG. 2 may be implemented in a variety of ways. First, analy-
sis apparatus 208 and management apparatus 210 may be
provided by the same software and/or hardware component,
or analysis apparatus 208 and management apparatus 210
may execute independently from one another. For example,
analysis apparatus 208 and filtering apparatus 210 may be
implemented using different combinations of an application
processor, a baseband processor, a multi-core processor, a
single-core processor, an operating system kernel, a standal-
one application, and/or a driver on electronic device 202.

Second, analysis apparatus 208 and management appara-
tus 210 may allocate proportions 222 of outgoing rate 212
(e.g., network bandwidth) to applications 224 based on a
number of criteria. As mentioned above, proportions 222 may
be allocated based on the number of applications 224 actively
using network link 220, priorities 216 of applications 224,
and/or incoming rates 214 of applications 224. In addition,
analysis apparatus 208 and/or management apparatus 210
may use various techniques to accommodate the use of net-
work link 220 by new applications and/or discontinue use of
network link 220 by applications with allocated bandwidth.
For example, analysis apparatus 208 and/or management
apparatus 210 may initially allocate a small proportion of
outgoing rate 212 to an application that recently started using
network link 220 and modify the allocated proportion once
the incoming rate and/or response time(s) of the application
are determined. Alternatively, analysis apparatus 208 and/or
management apparatus 210 may immediately allocate the
proportion of outgoing rate 212 to the application based on
the application’s priority and/or the number of applications
224 transmitting network packets to network interface queue
226.

Finally, analysis apparatus 208 and management apparatus
210 may provide flow control for network packets from appli-
cations 224 in lieu of and/or in conjunction with QoS pro-
cessing of network packets from electronic device 202 to
network link 220. For example, analysis apparatus 208 and
management apparatus 210 may use network interface queue
226 to process and/or transmit network packets that lack QoS
information and a separate network interface queue to process
and/or transmit network packets that include QoS informa-
tion. On the other hand, if QoS is not supported by network
link 220 and/or other components of the network, analysis
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apparatus 208 and management apparatus 210 may use net-
work interface queue 226 to process and/or transmit network
packets from all applications on electronic device 202,
regardless of the presence of QoS information in the packets.
To facilitate the transmission of network packets that contain
QoS information, analysis apparatus 208 and management
apparatus 210 may prioritize the applications from which the
network packets were obtained over applications that do not
include QoS information in outgoing network packets.

FIG. 3 shows an exemplary network interface queue in
accordance with the disclosed embodiments. The network
interface queue is filled with network packets 308-312 from
three different applications on an electronic device. In addi-
tion, the network interface queue is associated with a set of
properties, including a low-water mark 302, a high-water
mark 304, and a do-not-exceed limit 306.

As mentioned above, low-water mark 302, high-water
mark 304, and do-not-exceed limit 306 may specify the
boundaries and/or size of the network interface queue. For
example, low-water mark 302 and high-water mark 304 may
define the effective size of the network interface queue, while
do-not-exceed limit 306 may represent the maximum size of
the network interface queue, or a point past which network
packets are discarded instead of placed into the network inter-
face queue.

The network interface queue’s properties may be set to
help avoid the network interface queue from becoming com-
pletely full or completely empty during use of the network
interface queue, and that the amount of time required to fill the
network interface queue with network packets 308-312 is
typically less than the time requirement of the least delay-
tolerant application. As shown in FIG. 3, low-water mark 302
may be slightly above the bottom of the network interface
queue (e.g., a first-in-first-out (FIFO) queue), where network
packets drain out to a network link, while high-water mark
304 may be slightly below the top (e.g., do-not-exceed limit
306) of the network interface queue, where recently added
network packets wait to reach the bottom.

The offsetting of low-water mark 302 and high-water mark
304 from the actual bottom and top of the network interface
queue, respectively, may account for response times of the
applications to events associated with the network interface
queue. For example, low-water mark 302 may be calculated
based on the average response time of the applications to a
flow enable event that triggers the placement of network
packets from the applications into the network interface
queue multiplied by the outgoing rate of the network packets
from the bottom of the network interface queue to the network
link. Similarly, high-water mark 304 may be calculated based
on the abort timer (e.g., delay tolerance) of the least delay-
tolerant application using the network link multiplied by the
outgoing rate of the network interface queue. Finally, do-not-
exceed limit 306 may be set so that the space between high-
water mark 304 and do-not-exceed limit 306 accommodates
the response times of all of the applications to a flow disable
event that stops the flow of network packets from the appli-
cations into the network interface queue.

The properties may then be used to regulate the transmis-
sion of network packets 308-312 from the applications to the
network interface queue. First, the emptying of the network
interface queue to low-water mark 302 may trigger the trans-
mission of a flow enable event to a first application so that the
first application may begin filling the network interface queue
with network packets 308. Draining of network packets
between low-water mark 302 and the bottom of the network
interface queue may also occur during the delay between the
transmission of the flow enable event and the receipt of net-
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work packets 308 in the network interface queue (e.g., the
response time of the first application to the flow enable event).

Next, the first application may transmit network packets
308 to the network interface queue until a first allocated
proportion of the network interface queue between low-water
mark 302 and high-water mark 304 for the first application is
reached. A flow disable event may be transmitted to the first
application to stop transmission of network packets 308, and
a flow enable event may be transmitted to a second applica-
tion to initiate the transmission of network packets 310 to the
network interface queue. The flow disable and flow enable
events may also be timed to minimize the delay between the
end of transmission of network packets 308 and the beginning
of transmission of network packets 310.

Once a second allocated proportion of the network inter-
face queue between low-water mark 302 and high-water mark
304 for the second application has been filled with network
packets 310, a flow disable event may be transmitted to the
second application to stop the transmission of network pack-
ets 310 to the network interface queue. A flow enable event
may then be transmitted to a third application to initiate the
transmission of network packets 312 from the third applica-
tion to the network interface queue. Finally, once network
packets 312 reach high-water mark 304 and/or a third allo-
cated proportion of the network interface queue between
low-water mark 302 and high-water mark 304, a flow disable
event may be transmitted to the third application. Transmis-
sion of network packets 312 to the network interface queue
may then cease after the response time of the third application
to the flow disable event has passed.

In addition, the portion of the network interface queue
between low-water mark 302 and high-water mark 304 may
be filled with network packets 308-312 in less time than the
shortest abort timer from the applications, thus allowing net-
work packets 308-312 to meet the delay tolerances of all three
applications. Moreover, the allocating of different propor-
tions of the network interface queue and/or outgoing rate to
the applications may enable access to the network link by all
applications while providing applications with higher incom-
ing rates and/or priorities (e.g., the second application) with
greater access to the network link than applications with
lower incoming rates and/or priorities (e.g., the third applica-
tion). Consequently, the use of allocated proportions, low-
water mark 302, high-water mark 304, and/or do-not-exceed
limit 306 may guarantee a certain level of performance to
each application using the network link, even if the applica-
tion and/or network link do not support QoS.

While the network interface queue is filled with network
packets 308-312, network packets 308-312 may also be trans-
mitted from the bottom of the network interface queue to the
network link. As a result, some of network packets 308 and/or
network packets 310 may be removed from the network inter-
face queue by the time network packets 312 are added to the
network interface queue. The removal of network packets
from the bottom of the network interface queue may further
trigger the continual addition of network packets in a round-
robin fashion from the first, second, and third applications to
the network interface queue above network packets 312. Such
ordered and/or proportional transmission of network packets
from applications actively using the network link may con-
tinue until the network link is no longer used by the applica-
tions and/or the electronic device is disconnected from the
network link.

FIG. 4 shows a flowchart illustrating the process of pro-
cessing network packets on an electronic device in accor-
dance with the disclosed embodiments. In one or more
embodiments, one or more of the steps may be omitted,
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repeated, and/or performed in a different order. Accordingly,
the specific arrangement of steps shown in FIG. 4 should not
be construed as limiting the scope of the technique.

Initially, an outgoing rate of the network packets from a
network interface queue on the electronic device to a network
link is obtained (operation 402). The outgoing rate may fluc-
tuate based on the network interface between the electronic
device and the network link. For example, the outgoing rate
from the electronic device over an interface with a cellular
network link (e.g., a cellular tower) may vary based on the
number of electronic devices connected to the cellular net-
work link, the level of interference from other electronic
devices, and/or the presence of obstacles between the elec-
tronic device and the cellular tower.

Before the network packets are transmitted to the network
link, the network packets may be transmitted from an appli-
cation on the electronic device to the network interface queue
(operation 404). If transmission of network packets from the
application to the network interface queue is detected, a pro-
portion of the outgoing rate is allocated to the application
based on the number of applications transmitting network
packets from the electronic device to the network link (opera-
tion 406). For example, the proportion of the outgoing rate
allocated to the application may be equal to the outgoing rate
divided by the number of applications actively transmitting
network packets from the electronic device to the network
link.

The application may also be associated with a priority. For
example, the priority of the application may be based on
network protocols used by the application, the application’s
type, and/or QoS data in the application’s network packets. If
the application is associated with a priority, the allocated
proportion of the outgoing rate is modified based on the
priority (operation 408). If the application is not associated
with a priority, the allocated proportion of the outgoing rate is
not modified based on priority.

Likewise, an incoming rate of network packets from the
application to the network interface queue may be available.
If the incoming rate is available, the allocated proportion of
the outgoing rate is modified based on the incoming rate and
one or more incoming rates for other applications on the
electronic device (operation 412). For example, the allocated
proportion may be increased if the application has a higher
incoming rate than the average incoming rates of the other
applications and decreased if the application has a lower
incoming rate than the average incoming rates of the other
applications. If the incoming rate is not available, the allo-
cated proportion of the outgoing rate is not modified based on
the incoming rate.

The allocated proportion of the outgoing rate and the net-
work interface queue are then used to transmit network pack-
ets from the application to the network link (operation 414).
For example, transmission of network packets from the appli-
cation into the network interface queue may be initiated by
transmitting a flow enable event to the application and
stopped by transmitting a flow disable event to the applica-
tion. The flow enable and flow disable events may addition-
ally be transmitted so that the network packets from the
application are accepted into the network interface queue
until the allocated proportion of the network interface queue
is reached. After the application has stopped transmitting
network packets into the network queue, the flow enable and
flow disable events may be used to transmit network packets
from another application into the network interface queue.

One or more response times of the application to events
associated with the network interface queue are also deter-
mined (operation 416). For example, the application’s
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response times to the flow enable and flow disable events may
be calculated. The response time(s), outgoing rate, and/or
delay tolerance of the application may then be used to set one
or more properties of the network interface queue (operation
418). The properties may include a low-water mark, a high-
water mark, and/or a do-not-exceed limit that specify the size
and/or boundaries of the network interface queue. Such man-
agement of the properties according to the behavior and/or
constraints of the application and/or network link may ensure
that the network interface queue is never completely full or
completely empty while the network link is being used and
transmission of network packets from applications to the
network interface queue meet the timing requirements of the
least delay-tolerant application.

Flow control may continue to be provided (operation 420)
during use of the network interface queue and/or network link
by applications on the electronic device. If flow control is to
be provided, the outgoing rate of the network interface queue
is periodically obtained (operation 402), and use of the net-
work link by each application is managed by allocating a
proportion of the outgoing rate to the application and using
the allocated proportion to transmit network packets from the
application to the network link (operations 406-414).
Response times of the applications to events associated with
the network interface queue are also obtained (operation
416), and one or more properties of the network interface
queue are set based on the response time(s), outgoing rate,
and/or delay tolerance of the applications (operation 418).
Such flow control may ensure proportionate and timely
access to the outgoing rate by all applications using the net-
work link until the network interface queue and/or network
link are no longer used by the applications to transmit net-
work packets.

FIG. 5 shows a computer system 500 in accordance with
the disclosed embodiments. Computer system 500 may cor-
respond to an apparatus that includes a processor 502,
memory 504, storage 506, and/or other components found in
electronic computing devices. Processor 502 may support
parallel processing and/or multi-threaded operation with
other processors in computer system 500. Computer system
500 may also include input/output (I/O) devices such as a
keyboard 508, a mouse 510, and a display 512.

Computer system 500 may include functionality to execute
various components of the present embodiments. In particu-
lar, computer system 500 may include an operating system
(not shown) that coordinates the use of hardware and software
resources on computer system 500, as well as one or more
applications that perform specialized tasks for the user. To
perform tasks for the user, applications may obtain the use of
hardware resources on computer system 500 from the oper-
ating system, as well as interact with the user through a
hardware and/or software framework provided by the oper-
ating system.

In one or more embodiments, computer system 500 pro-
vides a system for processing network packets on an elec-
tronic device. The system may include an analysis apparatus
that obtains an outgoing rate of the network packets from a
network interface queue on the electronic device to a network
link. Upon detecting a transmission of network packets from
an application on the electronic device to the network inter-
face queue, the analysis apparatus may allocate a proportion
of the outgoing rate to the application based on a number of
applications transmitting network packets from the electronic
device to the network link. The analysis apparatus may also
modify the allocated proportion of the outgoing rate based on
a priority of the application, an incoming rate of the network
packets to the network interface queue, and/or one or more
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incoming rates for other applications on the electronic device.
The system may also include a management apparatus that
uses the allocated proportion of the outgoing rate and the
network interface queue to transmit network packets from the
application to the network link.

In addition, one or more components of computer system
500 may be remotely located and connected to the other
components over a network. Portions of the present embodi-
ments (e.g., analysis apparatus, management apparatus, etc.)
may also be located on different nodes of a distributed system
that implements the embodiments. For example, the present
embodiments may be implemented using a remote flow con-
trol system that allocates network bandwidth to applications
on a set of remote electronic devices.

The foregoing descriptions of various embodiments have
been presented only for purposes of illustration and descrip-
tion. They are not intended to be exhaustive or to limit the
present invention to the forms disclosed. Accordingly, many
modifications and variations will be apparent to practitioners
skilled in the art. Additionally, the above disclosure is not
intended to limit the present invention.

What is claimed is:
1. A computer-implemented method for processing net-
work packets on an electronic device, comprising:
obtaining, on the electronic device, an outgoing rate of
network packets from a network interface queue on the
electronic device to a network link; and
upon detecting a transmission of the network packets from
an application on the electronic device to the network
interface queue, using the electronic device to:
allocate a proportion of the outgoing rate to the applica-
tion using a number of applications transmitting the
network packets from the electronic device to the
network link; and
use the allocated proportion of the outgoing rate to con-
trol the number of packets that the network interface
queue accepts from the application by sending corre-
sponding signals to the application to cause the appli-
cation to commence or stop a flow of network packets
to be stored in the network interface queue before
being transmitted to the network link.
2. The computer-implemented method of claim 1, further
comprising:
obtaining, for the application, an incoming rate of the net-
work packets to the network interface queue; and
using the incoming rate to modify the allocated proportion
of the outgoing rate.
3. The computer-implemented method of claim 1, further
comprising:
using a priority of the application to modify the allocated
proportion of the outgoing rate.
4. The computer-implemented method of claim 1, further
comprising:
determining one or more response times of the application
to events associated with the network interface queue;
and
setting one or more properties of the network interface
queue using at least one of the one or more response
times, the outgoing rate, and a delay tolerance of the
application.
5. The computer-implemented method of claim 4, wherein
the events comprise at least one of:
a flow enable event; and
a flow disable event.
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6. The computer-implemented method of claim 4, wherein
the one or more properties comprise at least one of:

a low-water mark;

a high-water mark; and

a do-not-exceed limit.

7. The computer-implemented method of claim 6, further
comprising:

accepting the network packets from the application into the

network interface queue until the allocated proportion of
the network interface queue between the low-water
mark and the high-water mark is reached.

8. The computer-implemented method of claim 1, wherein
the network link is a cellular network link.

9. The computer-implemented method of claim 1, wherein
sending the corresponding signals to the application to cause
the application to commence or stop a flow of network pack-
ets comprises:

sending, to the application, a flow enable event causing the

application to commence transmitting network packets
to the network interface queue upon receiving the flow
enable event or a flow disable event causing the appli-
cation to stop transmitting network packets to the net-
work interface queue upon receiving the flow disable
event.

10. The computer-implemented method of claim 1, further
comprising:

executing, on the electronic device, the application that

transmits the network packets from the electronic device
to the network link.

11. A system for processing network packets, comprising:

an electronic device comprising a processor and a memory,

wherein the electronic device:

obtains an outgoing rate of network packets from a net-
work interface queue on the electronic device to a
network link; and

allocates, upon detecting a transmission of the network
packets from an application on the electronic device
to the network interface queue, a proportion of the
outgoing rate to the application using a number of
applications transmitting the network packets from
the electronic device to the network link; and

uses the allocated proportion of the outgoing rate to
control the number of packets the network interface
queue accepts from the application by signaling the
application to cause the application to commence or
stop a flow of network packets to be stored in the
network interface queue before being transmitted to
the network link.

12. The system of claim 11, wherein the electronic device
further:

obtains, for the application, an incoming rate of the net-

work packets to the network interface queue; and
modifies the allocated proportion of the outgoing rate using
the incoming rate.

13. The system of claim 11, wherein the electronic device
further:

modifies the allocated proportion of the outgoing rate using

a priority of the application.

14. The system of claim 11, wherein the electronic device
further:

determines one or more response times of the application

to events associated with the network interface queue;
and

sets one or more properties of the network interface queue

based on at least one of the one or more response times,
the outgoing rate, and a delay tolerance of the applica-
tion.
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15. The system of claim 14, wherein the events comprise at
least one of:

a flow enable event; and

a flow disable event.

16. The system of claim 14, wherein the one or more
properties comprise at least one of:

a low-water mark;

a high-water mark; and

a do-not-exceed limit.

17. The system of claim 16, further comprising:

accepting the network packets from the application into the

network interface queue until the allocated proportion of
the network interface queue between the low-water
mark and the high-water mark is reached.

18. The system of claim 11, wherein the electronic device
is at least one of a mobile phone, a tablet computer, and a
portable media player.

19. A non-transitory computer-readable storage medium
storing instructions that when executed by a computer cause
the computer to perform a method for processing network
packets on an electronic device, the method comprising:

obtaining, on the electronic device, an outgoing rate of

network packets from a network interface queue on the
electronic device to a network link; and

upon detecting a transmission of the network packets from

an application on the electronic device to the network
interface queue, using the electronic device to:

allocate a proportion of the outgoing rate to the application

using a number of applications transmitting the network
packets from the electronic device to the network link;
and

use the allocated proportion of the outgoing rate to control

the number of packets that the network interface queue
will accept from the application by sending correspond-
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commence or stop a flow of network packets to be stored
in the network interface queue before being transmitted
to the network link.
20. The non-transitory computer-readable storage medium
of claim 19, the method further comprising:
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obtaining, for the application, an incoming rate of the net-
work packets to the network interface queue; and

modifying the allocated proportion of the outgoing rate
using the incoming rate and one or more incoming rates
for other applications on the electronic device.

21. The non-transitory computer-readable storage medium
of claim 19, the method further comprising:

modifying the allocated proportion of the outgoing rate

using a priority of the application.

22. The non-transitory computer-readable storage medium
of claim 19, the method further comprising:

determining one or more response times of the application

to events associated with the network interface queue;
and

setting one or more properties of the network interface

queue using at least one of the one or more response
times, the outgoing rate, and a delay tolerance of the
application.

23. The non-transitory computer-readable storage medium
of claim 22, wherein the events comprise at least one of:

a flow enable event; and

a flow disable event.

24. The non-transitory computer-readable storage medium
of claim 22, wherein the one or more properties comprise at
least one of:

a low-water mark;

a high-water mark; and

a do-not-exceed limit.

25. The non-transitory computer-readable storage medium
of claim 24, wherein using the allocated proportion of the
outgoing rate and the network interface queue to transmit the
network packets from the application to the network link
comprises:

accepting the network packets from the application into the

network interface queue until the allocated proportion of
the network interface queue between the low-water
mark and the high-water mark is reached.
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